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GENERATION AND CONFIGURATIONOF A HEAT EXCHANGER
MODEL GRID FOR CFD MODELING IN COMSOL
MULTIPHYSICS

Abstract. The stages of creating a three-dimensional computational domain and
generating a grid model for CFD modeling of flow hydrodynamics in a pipe-in-pipe heat
exchanger are considered in detail. The sequence of actions for grid generation in
COMSOL multiphysics is described. A description is given of the method of thickening the
grid by dissecting the volume with a surface and constructing grids with the required
interval in each of the resulting connected volumes. A model grid with triangular and
square elements was used for the heat exchange model. The construction and adjustment of
the model grid plays an important role in multiphysical modeling. The accuracy of the final
results depends on the correctness of the model grid setting. During modeling, it is
necessary to pay attention to the size of the model grid, the quality and type of the grid.

Keywords: numerical modeling, hydrodynamics, heat transfer, heat exchanger,
multiphysical modeling, generation, grid.
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Introduction. The scope of application of heat exchangers is wide and
covers technological processes in the oil refining, chemical, refrigeration, gas,
energy and other industries. The use of heat exchangers makes it possible to
increase the efficiency of the device for which they are used [1].

The rapid development of computer technology and methods for numerically
solving problems of heat transfer and hydrodynamics using multiphysical modeling
programs has led to the fact that in many fields of science and technology, the
results of multiphysical modeling of heat transfer and mass transfer processes
become an essential element [2].

The results obtained using modeling allows not only to correctly
comprehend and understand the physical effects observed on experimental devices,
but also in certain cases a completely natural experiment on computer modeling
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[3]. Currently, CFD packages for calculating heat exchange, mass transfer and
hydrodynamics are widely used for engineering calculations and scientific
research. All CFD packages consist of preprocessors, a solver and a postprocessor
[2,3].

CFD modeling (Computational Fluid Dynamics modeling) is one of the
subsections of continuum mechanics. This package is designed to calculate the
characteristics of process flows using physical, mathematical and computational
methods. Modeling using CFD packages provides an opportunity to evaluate the
temperature and simulation of the flow of liquid and gas in the designed
experimental equipment [2,3].

The creation and generation of a grid of the computational domain is an
essential component of every engineering calculation where software packages
based on CFD technology are used. The size of the calculated model grid directly
affects the accuracy of the final results, the speed of calculation and precision. The
CFD grid takes into account the following factors: high quality, low computational
costs, sufficient resolution to achieve the required precision [2].

The COMSOL multiphysics program uses Mesh grid generation to create
CFD simulations. The model grid generator provides Mesh with the ability to build
a computational domain in four ways [4]:

— by its bounding surfaces;

— rotation of the existing surface around the selected axis;

— movement of the surface along the selected line or vector;

— along the edges.

As mentioned above, in the COMSOL multiphysics program, the
preprocessor for generating a model grid is a Mesh, which allows you to create
various types of model grids: automatic (unstructured) hexahedral and tetrahedral
grids; structured hexahedral grid.

Materials and methods. When solving any problem, the goal is always to
find a solution in some computational domain. As a rule, the size and shape of the
computational domain are naturally determined by the problem under study. For
example, if the flow of liquid in a certain segment of a hydraulic system is being
investigated, then the walls of the system limit the design area only to the inner
cavity of the system, where the flow velocity field is being studied. Other tasks, on
the contrary, involve searching for solutions in infinite or semi-infinite domains
[5]. In this case, a calculated region of finite size is selected, but boundary
conditions are set at the boundaries of this region, simulating the solution for
(semi)infinite geometry. Geometric modeling of the computational domain is
carried out using a set of primitives such as rectangle, ellipse, point, polyline,
Bezier curves of 2 and 3 orders in the 2D computational domain. In the 3D domain,
there are three-dimensional analogues of these primitives. By combining the use of
various primitives, it is possible to construct complex objects with numerous faces
and surfaces [6].

The Mesh is generated and configured in the model tree after building the
geometry of the device and configuring the physics. There are two types of mesh
settings: User Control Mesh and Physics Controlled Mesh.

User Control Mesh is used to manually adjust the mesh. This setting allows
you to adjust the size of each part individually. It is usually used in complex
geometries and in areas of elevated gradients. The time it takes to set up is much
higher than that of a physics-controlled grid.
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By default, the program uses Physics Controlled Mesh. The grid is generated
and adjusted automatically. With this setting, the shape and size of the grid
elements is adjusted by the program and depends on the selected physics and input
parameters.

When modeling the experimental apparatus, the Physics Controlled Mesh
setting was applied. After generating the grid, the Information graph appears in the
model tree, where a more fine-tuning of the grid is performed.

The next step in setting up the model grid is to select the areas of the
experimental apparatus. There are two ways to select the areas to generate the
boundary layer: All geometry or Domen. With All geometry, the geometry of the
device is automatically selected. With Domen, the device areas are manually
selected. Domen allows you to fine-tune the model grid of the boundary layer of a
specific selected area.

Boundary Layer Mesh (border layer grid) is a grid with a dense distribution
of elements in the normal direction along certain boundaries. This type of grid is
commonly used to solve fluid flow problems in order to resolve thin boundary
layers along boundaries without sliding. In 3D modeling, the boundary layer grid is
a multilayer prismatic grid or a hexagonal grid, depending on whether the
corresponding boundaries of the boundary layer contain a triangular or
quadrangular grid [6].

Research results and discussion. The most important component of the
Mesh model grid is the selection and adjustment of the size of the Size model grid.
The accuracy of the final results depends on the setting of this item. By default, the
program uses the size of the model grid — Normal, but to obtain precise results, the
grid sizes are usually used: Fine and Finer. During the simulation of the heat
exchanger, the grid size was applied: Extra coarse, which is shown in Figure 1 [7].

o

Fig. 1. Model grid Mesh of the heat exchanger

As can be seen from Figure 1, the dimensions of the model grid elements in
different areas of the device differ in size and shape. The largest elements are
located in the body of the device.

For devices with complex geometries that contain various nozzles, small
parts, etc., it is necessary to configure the model grid separately for each Domen.

The thinner the model grid, the more resources and time the program
requires for calculation. By default, COMSOL multiphysics uses two types of
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model grid construction, a triangular and a tetrahedral grid. Each type of mesh can
be configured manually, following the sequence of Mesh — Mesh parameters [7].

A model grid with triangular and square elements was used for the heat
exchange model, the main characteristics of the model grid are shown in Table 1.

Table 1
Characteristics of the model grid of the simulated device
Description Meaning
Status Full grid
Grid Vertex 58963
Tetrahedra 196229
Pyramids 11498
Prisms 41754
Triangles 41458
Edge elements 6993
Vertex Elements 952
Number of elements 249481
Minimum element quality 0.005304
Average guality of the element 0.5423
The ratio of the volumes of the elements 4.1519E-8
The volume of the model grid 1.087E6 mm®
Type of grid Large (Very Rough)

The next factor affecting the model grid is the quality of the grid. The quality
of the model grid affects the accuracy of the final results, the speed of calculation
and the efficiency of numerical modeling. There are the following types of grid
guality: low, medium and high quality. Several factors affect the decrease in the
quality of the mesh: strongly curved surfaces, thin lines, small details, small edges
and areas. You can track the quality of the final model grid using the quality
histogram in the Status section.

The state of the model grid can be monitored on the tab Mesh — Status. This
tab contains the main parameters of the final model grid: area, number of elements,
type of elements, and quality of elements. The grid status window shows a
histogram of the model grid.

In the areas of increased gradients (velocity, pressure and temperature) of the
connection of the fittings, the support grid, as well as in the corners of the device
body, the program automatically thickens the grid, Figure 2. The thickening of the
grid is formed in places of boundary conditions, areas of separation (boundary
layers) of one element from another [2,3].

Fig. 2. Thickening of the model at the junction of the tube with the body
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In the boundary areas, COMSOL makes a separate adjustment of the model
grid, the characteristics of the grid are shown in Table 2.

Table 2
Characteristics of the model grid of the simulated device
Description Meaning
Calibrated for Fluid dynamics
Maximum size of the elements 43.7
Minimum size of the elements 9.27
The coefficient of curvature 0.3
Growth rate of elements 1.4
Grid Size Large (Rough)

Figure 3 shows a diagram of the model grid of the inlet sections of the
nozzles of the device, the grid setting area is highlighted in blue. In this area, the
size of the grid elements is always smaller than in other parts of the model, not
counting angular thickenings.
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Fig. 3. A model grid of the inlet sections of the nozzles of the device

The state of the model grid can be monitored on the tab Mesh — Status. This
tab contains the main parameters of the final model grid: area, number of elements,
type of elements, and quality of elements. The grid status window shows a
histogram of the model grid.

Conclusion. Thus, in this paper, the actions in the COMSOL multiphysics
software package for creating the geometry of the computational domain and the
grid model of the “pipe-in-pipe” heat exchanger are described.

After constructing the geometry of the calculation, it is required to generate a
finite element grid that divides the computational domain into many small finite
elements describing the solution of the problem at selected points, called nodes.
This operation is often defined in the literature as a discretization operation, when
there is a transition from finding a solution in a continuously changing domain of
independent variables to solving a problem only in a selected set of points — node.
During visualization, the computational grid "covers" the calculated area unevenly,
forming a thickening of corners near the boundaries or corners where the solution
changes faster than it does away from the boundaries. Generating an efficient grid
is a great art, but the algorithms used in COMSOL are quite universal and give a
good result for the first approximation.

The construction and adjustment of the model grid plays an important role in
multiphysical modeling. The accuracy of the final results depends on the
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correctness of the model grid setting. During modeling, it is necessary to pay
attention to the size of the model grid, the quality and type of the grid.
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IM. 9ye3z08 ameiHOassl OHMycmik KazakcmaH yHusepcumemi, LLisimkeHm K., KazakcmaHx
UivimkeHm yHusepcumemi, LLleimkenm K., Kazakcman

HbINYANTMACTbIPFbILL AMNAPATTbIH, COMSOL MULTIPHYSICS-TE CFD MOAENIbAEY
YWIH MOAENDbAIK TOPbIH K¥PY }XOHE KOHOUTYPALUANAY

AHpatna. «Kyb6blp iwiHaeri Kybblp» by anMacTblpFblllblHAAFbl  aFbIHHbIH,
rmapoanHamuKkacolH CFD mogenbaey yWiH yw eawemai ecentey allMasblH Kypy KaHe Top
MogeniH Kypy KeseHnaepi erken-terkenni Kapactoipbiigbl. COMSOL Multiphysics-te Top
KYPY KesiHaeri apekeTTep Ti3beri KepcetinreH. BeTTiH, KenemiH 6eny apKbiibl TOpAb
Ka/NblHAATY JAICiHIH, XaHe a/iblHFaH TOPNApAblH, SPKAMCLICbIHAA KaXKeTTi MHTepBan
MeANLWepPiMEH KYPbINbICTbIH cunaTTamacbl bepinreH. Hbiay anmacTbipfblll Moaeni YwiH
YWOYpPbIWTbI }KoHE WapLbl 31eMeHTTepi 6ap moaenbaik Top naiaanaHbingbl. Moaenbaik
TOPAbl Kypy *KaHe peTTey MynbTUOU3MKaNbIK MOLENbAEYAE MaHbI3Abl pen aTkapabl.
COHfFbl HaTUMXKeNnepAaiH, A2/4iri moAenb TOPbIHbIH, AYPbIC OPHATbiAYybiHA GaMNaHbICTbI.
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Mogaenbaey KesiHae MOAe/b TOPbIHbIH, 6/eMiHe, TOPAbIH CanacbiHa »KaHe TypiHe Hasap
aypapy Kaer.

TipeKk ce3gep: CaHAbIK MOAeNbAey, TMAPOAUHAMMKA, Kby anmacy, Kby
A/IMacCTbIPFbIL, MyAbTUOU3UNKANBIK MOAENbAEY, FreHepaLms, Top.

O.M. Kenxebekos?, A.E. XycaHos?
W. Upucraes?, A. Xonwbibek?, A.XK. OxaHabaes?

HOxmHo-KazaxcmaHckull yHusepcumem um. M. Aya3oea, 2. LLibimkeHm, Kazaxcmax
2LUbimkeHmcKull yHusepcumem, 2. LLbimkeHm, KazaxcmaH

FEHEPALMA U HACTPOMKA MOZAE/IbHOM CETKU TEM/IOOBEMEHHOTO AMMAPATA ANA
CFD-MOAE/TUMPOBAHUA B COMSOL MULTIPHYSICS

AHHOTaumsa. MNMoapobHO paccMoOTpeHbl 3Tamnbl CO3L4aHUA TPEXMEPHOM pacyeTHOWM
obnactm n reHepauua cetoyHo mogenn pns CFD-moaenvMpoBaHMA TMAPOAUHAMMUKM
NMoToKa B TenjoobmeHHOM annapaTe «Tpyba B Tpybe». U3n0xKeHa nocnesoBaTe/ibHOCTb
peucTBuii npu reHepaummn cetkm B COMSOL Multiphysics. [JaHo onucaHve meTtoga
CTYLLEHUA CETKM NyTeM pacceyeHns obbema NOBEPXHOCTbIO U MOCTPOEHMUA B KaXKAOM U3
MONYYMBLUMXCA CBA3AHHbIX 0OBEMOB CETOK C HeobXxoAMMON BeNnYMHON MHTepBana. A
MoZenn TennoobmMeHuKa 6bl10 MCNoNb30BaHA MOAENbHAA CETKa C TPEeYrosibHbIMKU U
KBaZpaTHbIMU 3nemeHTamu. [locTpoeHne M HaCTpoWMKa MOAENbHOM CEeTKU UrpaeT He
MaJ/IOBa¥HY0 PoJib B My/bTUdU3NYECKOM MOAENNMPOBaHUU. OT KOPPEKTHOCTU HACTPOIMKK
MOZENIbHON CEeTKM 3aBUCUT TOYHOCTb KOHEYHbIX pe3y/bTaToB. B xoge moaenvnpoBaHuA
Heobxoanmo obpalyaTb BHUMAHME Ha pasMep MOAENbHOMN CETKM, KauecTBy U TUMY CETKU.

KnioueBble cnoBa: uYncneHHOe MOAENMPOBaHME, MAPOAMHAMMUKA, Temn006MeH,
TeNnN00bMEHHUK, MynbTUdU3MUYECKOE MOAENMPOBAHNE, FeHepaLms, CeTKa.
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